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Abstract

We present new methods for uniformly sampling the solid angle subtended by a disk. To achieve this, we devise two novel area-preserving mappings from the unit square $[0,1]^2$ to a spherical ellipse (i.e. the projection of the disk onto the unit sphere). These mappings allow for low-variance stratified sampling of direct illumination from disk-shaped light sources. We discuss how to efficiently incorporate our methods into a production renderer and demonstrate the quality of our maps, showing significantly lower variance than previous work.
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1. Introduction

Illumination from area light sources is among the most important lighting effects in realistic rendering, due to the ubiquity of such sources in real-world scenes. Monte Carlo integration is the standard method for computing the illumination from such luminaires [SWZ96]. This method is general and robust, supports arbitrary reflectance models and geometry, and predictively converges for minimizing the amount of noise in rendered images.

Estimating the direct illumination at a point requires sampling the radiance contribution from directions inside the solid angle subtended by the given luminaire. A sensible strategy is to distribute those directions uniformly. This, however, is hard to achieve for an arbitrary-shaped luminaire, as it involves first computing and then uniformly sampling its subtended solid angle. Specialized methods have been proposed for spherical [Wan92], triangular [Arv95, Ure00], rectangular [UFK13], and polygonal lights [Arv01]. These elaborate solid angle sampling techniques are more computationally expensive than naive methods that uniformly sample the surface area of the luminaire. However, in most non-trivial scenes, where the sample contribution evaluation is orders of magnitude more costly than the sample generation, their lower variance improves overall efficiency.

Few papers have focused on sampling oriented disk-shaped light sources. Disk lights are important in practice, both for their artistic expressiveness and their use in a number of real-world scenarios, generally including man-made light sources such as in architectural lighting, film and photography. Moreover, disk lights form the base for some approximate global illumination algorithms [HKWB09, SHD15]. So far, the only practical method for uniformly sampling the solid angle of disk lights is the work by Gamito [Gam16], who proposed a rejection sampling approach that generates candidates using spherical quad sampling [UFK13]. Unfortunately, achieving good sample stratification with this method requires special care.

In this paper we present a set of methods for uniformly sampling the solid angle subtended by an oriented disk. We exploit the fact that a disk, as seen from a point, is bounded by an elliptical cone [Ebe99] and thus its solid angle defines a spherical ellipse whose properties have been analyzed in depth [Boo44]. This allows us to define two different exact area-preserving mappings that can be used to transform stratified unit-square sample patterns to stratified directions on the subtended spherical ellipse. We describe how to efficiently implement these mappings in practice and demonstrate the lower variance they achieve compared to previous work.

2. Problem Statement and Previous Work

Our goal is to compute the radiance $L_s$ scattered at a point $\mathbf{o}$ in direction $\hat{o}_o$ due to irradiance from a disk-shaped luminaire $D$. This can be written as an integral over the solid angle $\Omega_D$ subtended by the luminaire:

$$L_s(\mathbf{o}, \hat{o}_o) = \int_{\Omega_D} f(\mathbf{o}, \mathbf{x}_{\hat{o}_o}, \hat{o}_o, \hat{o}) \, d\mu(\hat{o}), \quad (1)$$

where $\mathbf{x}_{\hat{o}_o}$ is the first visible point from $\mathbf{o}$ in direction $\hat{o}$, $\mu$ is the solid angle measure, and the contribution function $f$ is

$$f(\mathbf{o}, \mathbf{x}, \hat{o}_o, \hat{o}) = \begin{cases} L_c(\mathbf{x}, -\hat{o}) f_s(\mathbf{o}, \hat{o}_o, \hat{o}) |\hat{o} \cdot \hat{n}_o|, & \text{if } \mathbf{o} \text{ is on a surface}, \\ L_c(\mathbf{x}, -\hat{o}) \rho(\mathbf{o}, \hat{o}_o, \hat{o}) T(\mathbf{o}, \mathbf{x}), & \text{if } \mathbf{o} \text{ is in a medium}, \end{cases}$$

with $f_s$, $\hat{n}_o$, and $\rho$ being respectively the BSDF, surface normal, and medium phase function (times the scattering coefficient) at $\mathbf{o}$.
where $p$ is the pdf for sampling $\hat{o}$. The choice of sampling density $p$ is important, since a lower variation of $f/p$ makes the estimator more efficient [SWZ96]. For disk lights the traditional choice is uniform density over the luminaire surface $D$. This area sampling technique is easy to implement and its resulting solid angle pdf is $p(\hat{o}) = \|\hat{o} - \hat{\omega}_0\| / (A(D) \|\hat{\omega}_0 - \hat{\omega}_2\|)$, where $A(D)$ is the area of $D$. This pdf can lead to very high variance in the radiance estimator (2), especially when the point $o$ is close to the luminaire. Our goal in this paper is to devise uniform solid angle sampling techniques that generate directions $\hat{o}$ with constant density $p(\hat{o}) = 1/|\Omega_D|$, yielding estimators with significantly lower variance than uniform area sampling.

Area-preserving mapping. Sample stratification can greatly improve the efficiency of Monte Carlo estimators [Shi91, SK13, PSC15]. Most existing stratification techniques generate samples in the canonical unit square $[0,1]^2$, however our goal is to sample directions inside the solid angle $\Omega_D$. Therefore, in order to take advantage of these techniques, we need to find a mapping $M$ from $[0,1]^2$ to $\Omega_D$ such that for any two regions $R_1, R_2 \subseteq [0,1]^2$:

$$\frac{A(R_1)}{A(R_2)} = \frac{\mu(M(R_1))}{\mu(M(R_2))},$$

where $A$ is the area measure, and $\mu$ is the solid angle measure as in Equation (1). We call such maps area-preserving maps. This key property makes it possible to generate stratified samples in $\Omega_D$, because stratification is far more easily achieved in $[0,1]^2$.

Area-preserving solid angle maps have been developed for triangles [Arv95] and rectangles [UFK13]. For sampling the solid angles of disks, Gamito [Gam16] proposed to use a rectangle map [UFK13] followed by rejection sampling. This technique cannot be used with fixed-size canonical point sets, and needs a low-discrepancy sequence capable of progressively generating stratified sample candidates. The rejection sampling also makes it very difficult to achieve good high-dimensional stratification in the presence of other distributed effects, e.g. volumetric scattering, where the coordination of the sample patterns of different effects is desired. In this paper we focus on area-preserving maps for disks that do not require rejection sampling and work with any canonical sample pattern. Figure 1 compares our proposed maps against existing techniques.

For surface scattering points $o$, an even better strategy is to important sample the term $|\hat{o} - \hat{\omega}_d|$ in the contribution $f$. Such uniform sampling of the projected solid angle has been described by Arvo [Arv01] for polygonal lights. Extending our approach to projected solid angle sampling is an interesting avenue for future work.

3. Solid Angle Sampling of an Oriented Disk

We base our sampling techniques on the key observation that the projected area of any ellipse, including a disk, forms a spherical ellipse on the unit sphere around the shading point (Figure 2). Thus, in order to sample the solid angle subtended at point $o$ by an oriented disk with center $c$, normal $\hat{n}$, and radius $r$, we will uniformly sample a point $\hat{q}$ on the spherical ellipse and then backproject it to the disk.

**Spherical ellipse.** To compute the subtended spherical ellipse, we first define a local reference frame for the disk $\mathbb{R}_d = (\hat{x}_d, \hat{y}_d, \hat{z}_d)$:

$$\hat{z}_d = -\hat{n}, \quad \hat{y}_d = \hat{x}_d \times \frac{c - o}{\|c - o\|}, \quad \hat{x}_d = \hat{y}_d \times \hat{z}_d.$$

We then take the boundary disk coordinates $y_D$ and $y_1$ w.r.t. the $\hat{y}_d$ axis and project them onto the sphere (Figure 2, left). From the

Figure 1: A stratified unit-square sample pattern transformed onto the surface of a disk using existing techniques and our proposed maps (with solid angle projections on the bottom row). The points are colored according to their canonical $[0,1]^2$ coordinates to illustrate the continuity of the maps. Gamito’s rejection sampling does not allow for direct stratification, so we show the candidate low-discrepancy pattern for that case.

\[ L_x(x, -\hat{o}) \text{ is the luminaire emission radiance at } x \text{ in direction } -\hat{o} \text{ and } T(o, x) \text{ is the medium transmittance between } o \text{ and } x. \]

Solid angle sampling. Monte Carlo estimation of Equation (1) using $N$ randomly sampled directions $\hat{o}$ has the following form:

\[ L_x(o, \hat{o}_k) \approx \frac{1}{N} \sum_{i=1}^N \frac{f(o, x_{\hat{o}_k}, \hat{o}_k)}{p(\hat{o}_k)}, \tag{2} \]

where $p(\hat{o}_k)$ is the pdf for sampling $\hat{o}_k$. The choice of sampling density $p$ is important, since a lower variation of $f/p$ makes the estimator more efficient [SWZ96]. For disk lights the traditional choice is uniform density over the luminaire surface $D$. This area sampling technique is easy to implement and its resulting solid angle pdf is $p(\hat{o}) = \|\hat{o} - \hat{\omega}_0\| / (A(D) \|\hat{\omega}_0 - \hat{\omega}_2\|)$, where $A(D)$ is the area of $D$. This pdf can lead to very high variance in the radiance estimator (2), especially when the point $o$ is close to the luminaire. Our goal in this paper is to devise uniform solid angle sampling techniques that generate directions $\hat{o}$ with constant density $p(\hat{o}) = 1/|\Omega_D|$, yielding estimators with significantly lower variance than uniform area sampling.

Area-preserving mapping. Sample stratification can greatly improve the efficiency of Monte Carlo estimators [Shi91, SK13, PSC15]. Most existing stratification techniques generate samples in the canonical unit square $[0,1]^2$, however our goal is to sample directions inside the solid angle $\Omega_D$. Therefore, in order to take advantage of these techniques, we need to find a mapping $M$ from $[0,1]^2$ to $\Omega_D$ such that for any two regions $R_1, R_2 \subseteq [0,1]^2$:

\[ \frac{A(R_1)}{A(R_2)} = \frac{\mu(M(R_1))}{\mu(M(R_2))}, \]

where $A$ is the area measure, and $\mu$ is the solid angle measure as in Equation (1). We call such maps area-preserving maps. This key property makes it possible to generate stratified samples in $\Omega_D$, because stratification is far more easily achieved in $[0,1]^2$.

Area-preserving solid angle maps have been developed for triangles [Arv95] and rectangles [UFK13]. For sampling the solid angles of disks, Gamito [Gam16] proposed to use a rectangle map [UFK13] followed by rejection sampling. This technique cannot be used with fixed-size canonical point sets, and needs a low-discrepancy sequence capable of progressively generating stratified sample candidates. The rejection sampling also makes it very difficult to achieve good high-dimensional stratification in the presence of other distributed effects, e.g. volumetric scattering, where the coordination of the sample patterns of different effects is desired. In this paper we focus on area-preserving maps for disks that do not require rejection sampling and work with any canonical sample pattern. Figure 1 compares our proposed maps against existing techniques.

For surface scattering points $o$, an even better strategy is to important sample the term $|\hat{o} - \hat{\omega}_d|$ in the contribution $f$. Such uniform sampling of the projected solid angle has been described by Arvo [Arv01] for polygonal lights. Extending our approach to projected solid angle sampling is an interesting avenue for future work.

3. Solid Angle Sampling of an Oriented Disk

We base our sampling techniques on the key observation that the projected area of any ellipse, including a disk, forms a spherical ellipse on the unit sphere around the shading point (Figure 2). Thus, in order to sample the solid angle subtended at point $o$ by an oriented disk with center $c$, normal $\hat{n}$, and radius $r$, we will uniformly sample a point $\hat{q}$ on the spherical ellipse and then backproject it to the disk.

**Spherical ellipse.** To compute the subtended spherical ellipse, we first define a local reference frame for the disk $\mathbb{R}_d = (\hat{x}_d, \hat{y}_d, \hat{z}_d)$:

\[ \hat{z}_d = -\hat{n}, \quad \hat{y}_d = \hat{x}_d \times \frac{c - o}{\|c - o\|}, \quad \hat{x}_d = \hat{y}_d \times \hat{z}_d. \tag{3} \]

We then take the boundary disk coordinates $y_D$ and $y_1$ w.r.t. the $\hat{y}_d$ axis and project them onto the sphere (Figure 2, left). From the

\[ L_x(x, -\hat{o}) \text{ is the luminaire emission radiance at } x \text{ in direction } -\hat{o} \text{ and } T(o, x) \text{ is the medium transmittance between } o \text{ and } x. \]
coordinates \( y_0, y'_1, z_0, z'_1 \) of these projections (Figure 2, middle) we can compute the spherical ellipse center: it is the result of normalizing the vector \((0, y'_0, z'_0)\), where \(y'_0 = (y_0 + y'_1)/2\) and \(z'_0 = (z_0 + z'_1)/2\). (Note that \(z_e\) in general does not coincide with the spherical projection of the disk center \(e\).) Reprojecting \(z_e\) onto the disk (Figure 2, left), the obtained \(y_0\) coordinate defines a chord parallel to \(x_g\). The chord endpoint projections onto the sphere, with \(x_g\)-coordinates \(x_0\) and \(x'_1\), allow us to compute the lengths of the ellipse’s semi-axes, \(a\) and \(b\), and semi-arcs, \(\alpha\) and \(\beta\) (Figure 2, right):

\[
a = x'_1, \quad b = \frac{1}{2} \sqrt{(y'_1 - y_0)^2 + (z'_1 - z_0)^2}, \quad (4)
\]

\[
\alpha = \sin^{-1} a, \quad \beta = \sin^{-1} b. \quad (5)
\]

Finally, from \(\alpha\) and \(\beta\) we can compute the semi-axes \(a_t = \tan \alpha\) and \(b_t = \tan \beta\) of the ellipse tangent to the sphere at \(z_e\) (Figure 2, right).

In the following, we use both the spherical and the tangent ellipses to derive two different mappings for uniformly sampling points \(q\) on the spherical ellipse which we then map to the surface of the disk. These mappings operate in a coordinate system \(R_e = (x_e, y_e, z_e)\), where \(x_e \equiv x_d\) and \(y_e = z_e \times x_e\), shown in Figures 2 and 3.

3.1. Area-preserving mappings

Our new mappings are based on a generalization of the so-called Archimedes’ Hat-Box theorem. It states that the area of a region on the sphere between two parallels is equal to the area of that region’s projection onto a perpendicularly aligned bounding cylinder. This area-preserving property also holds for arbitrarily shaped regions on the sphere (Figure 3, left). The latter property was used by Tobler et al. [TNSP98] to define compact metallic BRDFs (they provide a demonstration). It was also used (although not explicitly stated) by Arvo [Arv95] and Ureña et al. [UUK13] to define area-preserving parameterizations for spherical triangles and rectangles, respectively.

We use this cylindrical projection property to derive our area-preserving mappings for a spherical ellipse centered on the \(z_e\) axis. The ellipse can be radially projected onto a cylinder, obtaining a cylindrical ellipse. Two different unit-radius cylinders can be used. One is aligned with the \(z_e\) axis (Figure 3, center), which we call a parallel map. The second one is aligned with the \(z_e\) axis (Figure 3, right), which we call a radial map. We also propose a variant of the radial map that uses Shirley’s low-distortion map [SC97], which we call a low-distortion radial map, or ld-radial map.

Maps overview. The basic idea behind our maps is to first select a point \(p\) on the cylindrical ellipse as a function of a canonical unit-square point \((\epsilon_1, \epsilon_2) \in [0, 1]^2\). We then project \(p\) back onto the sphere perpendicularly to the cylinder axis (see Figure 3, left) to get the point \(q\). Let \((\phi, h)\) be the cylindrical coordinates of \(p\). We first obtain the azimuth angle \(\phi\) by finding the lateral slice on the cylindrical ellipse whose solid angle is \(\epsilon_1 \Omega_D\) (Figure 4). With \(\phi\) fixed, the altitude \(h\) is computed as a simple linear interpolation using \(\epsilon_2\) along the lateral line segment that is the intersection between the lateral plane at angle \(\phi\) and the cylindrical ellipse (green line segment in Figure 4). The sampling of \(\phi\) involves numerical inversion of incomplete elliptic integrals, as we show next.

3.2. Parallel Mapping

Our parallel mapping, whose cylinder axis is aligned with \(z_e\), operates by considering a portion (sector) of the cylindrical ellipse – the red-shaded region in Figure 4, left. This region is determined by the green line segment, whose endpoints have cylindrical coordinates \((\phi_0, -h_0)\) and \((\phi_0, h_0)\). The angle \(\phi_0\) goes from \(-\beta\) to \(\beta\), since the spherical ellipse is centered on the \(z_e\) axis.

Figure 2: Left: The disk’s local reference system \(R_d = (\tilde{x}_d, \tilde{y}_d, z_d)\) and the local coordinates required to characterize its solid angle projection. Center: Projections of the relevant coordinates onto the unit sphere, defining the spherical ellipse and its local reference system \(R_e = (\tilde{x}_e, \tilde{y}_e, z_e)\), where \(\tilde{x}_e \equiv \tilde{x}_d\). Right: The spherical ellipse is defined by its semi-axes \(\alpha\) and \(\beta\) or, equivalently, by its semi-axes \(a\) and \(b\) in \(R_e\). The tangent ellipse (in red), which lies on a plane tangent to the sphere at \(z_e\) (i.e., the spherical ellipse center), is defined by its semi-axes \(a_t\) and \(b_t\).

Figure 3: Left: Any region (blue) on the unit sphere can be radially projected to another region (red) on a cylinder aligned with any axis (here \(z\)). Any point \(q\) on the sphere can be expressed in cylindrical coordinates as \((\phi, r, z)\) (azimuth angle, altitude, distance from center). This point can be mapped to a point \(p\) on the unit cylinder with coordinates \((\phi, h)\). The mapping preserves the areas of both finite and differential regions. Thus, to obtain a point on the spherical region, we can sample inside the cylindrical region and project back onto the sphere. Center: A spherical ellipse (blue), with center on the \(z_e\) axis, projected onto a cylinder aligned with the \(x_e\) axis. Right: The same spherical ellipse projected onto a \(z_e\)-axis aligned cylinder. In this case, the projected region (red) has a ring-like shape.
Due to the Hat-Box theorem, the differential solid angle covered by the green segment is equal to its length, $2h_\phi$, which is in fact a function of $\phi_\rho$. Thus, the solid angle subtended by the red region onto the spherical ellipse (the blue region in Figure 4, left) can be written as the integral of the segment length:

$$\Omega_\rho(\phi_\rho) = \int_\beta^{\phi_\rho} 2h_\phi(\phi_\rho) \, d\phi_\rho,$$

where the full solid angle of the spherical ellipse is $\Omega_D = \Omega_\rho(\beta)$. Due to symmetry, for any angle $\phi_\rho \in [0, \beta]$ it holds $h_\rho(-\phi_\rho) = h_\rho(\phi_\rho)$. We use this to express $\Omega_\rho(\phi_\rho)$ as a sum of integrals $\int_0^{\phi_\rho} 2h_\rho(\phi_\rho) \, d\phi_\rho$.

In Appendix A we derive an expression for $h_\rho(\phi_\rho)$:

$$h_\rho(\phi_\rho) = c_1 \sqrt{\frac{1 - (p + 1) \sin^2 \phi_\rho}{1 - (m + 1) \sin^2 \phi_\rho}},$$

where

$$p = \frac{1}{b_1^2}, \quad m = \frac{a_1^2}{a_1^2 + 1}, \quad c_1 = \sqrt{\frac{1}{1 + a_1^2}}.$$

Substituting Equation (9) into Equation (8) and simplifying, we get:

$$\Omega_\rho^+(\phi_\rho) = \frac{2\pi}{\pi} \left[ (1 - n) \Pi(n; \phi_\rho|m) - F(\phi_\rho|m) \right].$$

We now consider a bounding cylinder aligned with the $\hat{z}$ axis (Figure 4, right). Specifically, we are interested in the lateral region (in red in Figure 5) that is the radial projection of a fraction of the spherical quadrant. This region is determined by the position of the green line segment whose endpoints have cylindrical coordinates $(\phi_\rho, h_\rho)$ and $(\phi_\rho, -h_\rho)$, which is a function of $\phi_\rho$. Similarly to Equation (6), we use the Hat-Box theorem to express the fractional quadrant area as the integral of this length:

$$\Omega_\rho(\phi_\rho) = \int_0^{\phi_\rho} [1 - h_\rho(\phi_\rho)] \, d\phi_\rho = \phi_\rho - \int_0^{\phi_\rho} h_\rho(\phi_\rho) \, d\phi_\rho.$$

Using the Pythagorean theorem, we express $h_\rho(\phi_\rho)$ as (see Figure 5)

$$h_\rho(\phi_\rho) = \sqrt{1 - r^2(\phi_\rho)},$$

where $r(\phi_\rho)$ is the (planar) elliptical radius of the spherical ellipse with the following expression, which we derive in Appendix B:

$$r(\phi_\rho) = \frac{ab}{\sqrt{a^2 \sin^2 \phi_\rho + b^2 \cos^2 \phi_\rho}}.$$

Plugging Equations (17) and (18) back into Equation (16), and using Booth’s derivations [Boo44], we can now express the fractional quadrant area $\Omega_\rho(\phi_\rho)$ using Legendre’s incomplete elliptic...
We find the corresponding point \( q \) above, where \( \phi \) is the parametric angle of the tangent ellipse, and \( n \) and \( m \) are the elliptic characteristic and module that characterize the elliptic integral [Boo52].

Unfortunately, as with Equation (11), no closed-form expression is known for the general-case incomplete elliptic integral of the third kind, so we need to evaluate Equation (19) numerically.

**Direct radial mapping.** Having an expression for the fractional spherical ellipse \( \Omega_e \), we can map a unit-square point \((\epsilon_1, \epsilon_2) \in [0, 1]^2\) to a point \( q \) on the spherical ellipse. Below we only consider sampling the first ellipse quadrant (shown in Figure 5); the entire ellipse can be covered by flipping the \( \hat{z}_e \) and \( \hat{\epsilon}_e \)-coordinates of \( q \).

First, we need to find the azimuth angle \( \phi \in [0, \pi/2] \) satisfying
\[
\Omega_e(\phi) - \epsilon_1 \Omega_e(\pi/2) = 0.
\]  
(21)
Since we do not have a method to analytically invert \( \Omega_e(\phi) \), we compute \( \phi \) by numerically finding the roots of the above equation.

Having sampled \( \phi \), we obtain point \( p \) on the cylindrical ellipse by first computing \( h(\phi) \) using Equation (17) and then linearly interpolating the altitude coordinate between \( h(\phi) \) and 1 using \( \epsilon_2 \):
\[
p = \left( \phi, (1 - \epsilon_2)h(\phi) + \epsilon_2 \right) = (\phi, \hat{h}).
\]  
(22)
We find the corresponding point \( q \) on the ellipse by projecting \( p = (\phi, \hat{h}) \) using Equation (15) with swapped \( \hat{z}_e \) and \( \hat{\epsilon}_e \)-coordinates. Figure 1d shows the resulting map.

**Low-distortion radial mapping.** As seen in Figure 1d, the direct mapping from above resembles the classical planar Cartesian-to-polar mapping. As such, it also exhibits the same distortion – the lines converging at the ellipse center, which does not preserve relative distances between samples and damages the stratification. In the planar case, the mapping of Shirley and Chiu [SC97] rectifies this distortion by warping concentric squares into concentric disks. To achieve the analogous mapping on the spherical ellipse, we first warp our input unit-square samples \((\epsilon_1, \epsilon_2) \) to the unit disk using Shirley and Chiu’s concentric mapping. We then move back to the unit square using the following inverse polar mapping:
\[
u = \begin{cases} 
2 \theta / \pi & : \theta \in [0, \frac{\pi}{2}) \\
1 - 2 \theta / \pi & : \theta \in [\frac{\pi}{2}, \pi] \\
2 \theta / \pi & : \theta \in [\pi, \frac{3\pi}{2}] \\
1 - 2 \theta / 3(2\pi) & : \theta \in [\frac{3\pi}{2}, 2\pi]
\end{cases}, \quad v = r^2.
\]  
(23)
The result of this detour is a unit-square point set that, when warped using the classical (forward) planar polar mapping, gives Shirley and Chiu’s low-distortion concentric disk distribution. We, instead, feed this unit-square set to our direct radial mapping to get a concentric-like distribution on the spherical ellipse, which is shown in Figure 1e.

4. Implementation

We have implemented our maps as custom sampling procedures for disk lights in two different systems: the Mitsuba renderer [Jak10] and the Arnold production renderer [Faj10].

In order to sample from each mapping, we need to find the roots of Equations (13) and (21) respectively. Since the elliptic integrals they contain prevent analytical inversion, we resort to numerical root finding using an iterative Newton-Raphson method. However, this method can become very expensive, since for each iteration we need to numerically evaluate two and one incomplete elliptic integrals (for the parallel and radial mappings, respectively).

4.1. Tabulation

In order to reduce the significant cost of Newton-Raphson over area sampling (up to 10× in simple scenes; see Figure 6) and avoid the expensive numerical inversion, we approximate our radial mapping by tabulating Equation (19). We choose to tabulate this mapping as it introduces less distortion in the output sample distribution than the parallel one, as shown in Figure 1.

We can write the fractional solid angle \( \Omega_e' = \Omega_e(\phi) / \Omega_e(\pi/2) \) as a function of \( \alpha \in [0, \pi/2] \), \( \beta \in [0, \alpha] \) and \( \phi \in [0, \pi/2] \). We can tabulate this function by discretizing each of the three parameters, producing a 3D array of values. A quick binary search based on \( \phi \) (combined with interpolation) then allows us to get approximate values of \( \Omega_e' \) with good accuracy. However, storing such a table would require a large amount of memory. To address this, we reparameterize \( \Omega_e' \) in terms of \( \alpha \), the ratio \( \beta' = \beta / \alpha \) (which is in \([0, 1]\)), and \( \phi \). This version of \( \Omega_e' \) has very low variation w.r.t. \( \alpha \), so we can remove this parameter altogether, reducing the tabulation to a 2D array of \( \Omega_e' \) values for a set of \( \beta' \) and \( \phi \) values. Each entry in this array corresponds to a spherical triangle defined by the fraction of \( \phi \) covered by the given entry and the value of \( \theta(\phi) \) at the start of the entry’s interval, which can be easily sampled [Arv95]. This approximation causes some generated samples to lie outside the...
spherical ellipse, which we reject. Note that this rejection ensures unbiasedness; however, for practical reasons our production renderer implementation simply assigns zero weight to such invalid samples, resulting in a slight underestimation of the illumination. We have found the rejection ratio to be negligible, the storage requirement low, and the accuracy satisfactory for realistic rendering. In our implementation we use a 2D table with resolution 1024\(^2\), which we found to be accurate enough to provide an insignificant difference in variance compared to the analytic solution. Finally, note that in order to compute the samples’ pdf \( p(\omega) = 1/|\Omega_D| \), we still need to compute \( \Omega_D \) numerically. This computation is amortized among all samples for a given shading point.

### 4.2. Efficiency

Similarly to existing solid angle sampling techniques (e.g. for spherical triangles [Arv95] and rectangles [UFK13]), the cost of drawing a sample with our technique is higher than that of uniform area sampling (though some of it is amortized over multiple samples). This overhead pays off when the luminaire is close to the shading point (i.e. the subtended solid angle is relatively large).

As an optimization, our Arnold implementation (Figure 9) employs a simple heuristic to switch to uniform area sampling when the luminaire is far away. In order to provide a fair comparison against existing techniques (in Figures 7 and 8), our Mitsuba implementation does not take advantage of this optimization.

Even with the above tabulation scheme, we still need to compute the solid angle of the spherical ellipse \( \Omega_D \) for the sampling pdf, using either Equation (11) or (19). The elliptical integrals involved can be computed using Carlson’s fast numerical algorithms [Car95].

### 5. Results

Figures 7 and 8 show a comparison between traditional area sampling [SC97], Gamito’s rejection-based solid angle sampling [Gam16] and our techniques (Mitsuba implementation), without and with the presence of participating media. In both figures only direct illumination (single scattering) is computed, using 16 samples/pixel. Inside a medium, we first sample a point along the ray via equiangular sampling [KF12] w.r.t. the disk light center, and then use the corresponding disk sampling technique to generate a point on the light. In the case of uniform area sampling, a better strategy is to first sample the light surface and then perform equiangular sampling w.r.t. that chosen point. We therefore include this strategy in Figure 8 (called “Area sampling (first)”), which is incompatible with the solid angle mappings. The results show that our sampling methods outperform Gamito’s method on surfaces, and perform at least on par in participating media, where variance due to medium sampling dominates when using solid angle sampling. In all cases, area sampling yields much higher variance. In the supplemental document we provide global illumination comparisons between our tabulated radial sampling and Mitsuba’s built-in disk area sampling.

Figure 6 shows a comparison between the convergence and the cost of the different techniques from Figures 7 and 8. For the same number of samples, our mappings produce lower error than Gamito on surfaces and perform virtually identically in media. In terms of cost, our tabulated version is almost as fast as area sampling, and the fully numerical implementation can be up to 10\( \times \) slower. Note that the performance of the iterative numerical inversion depends on the geometrical configuration: the starting point for the inversion affects the number of iterations required for convergence. The parallel and radial mappings take respectively 1-3 and 1-4 Newton-Raphson iterations in our tests. Also note that in scenes with higher geometric and shading complexity, the relative cost of the different methods has less impact on the overall rendering performance.

Finally, Figure 9 shows a scene rendered in Arnold, comparing our tabulated radial map implementation to the renderer’s built-in uniform area sampling. The scene features many production features, including high-resolution texture maps, fur, displacement, subsurface scattering, indirect surface and volume-to-surface light transport. In such cases the higher cost of our technique has a negligible impact on the total rendering performance. With 256 samples/pixel our tabulated radial map yields a noise-free image, while area sampling suffers from a substantial amount of noise.

### 6. Conclusions

We have presented two new area-preserving mappings that enable the uniform solid angle sampling of oriented disk light sources. Following the key observation that this solid angle is a spherical ellipse, we make use of the Hat-Box theorem to transform canonical unit-square sample points onto the spherical ellipse in a way that preserves their stratification. To avoid costly numerical inversion, we develop a practical mapping tabulation that introduces little overhead over traditional uniform area sampling [SC97] while significantly reducing the variance of the illumination estimate. Our mappings are also competitive to existing disk solid angle sampling techniques [Gam16], without imposing restrictions on the sample generator.
As a by-product of our work, we have proposed two new expressions for the subtended solid angle of a disk, which in addition to graphics is important in other fields such as particle transport. In this context, most previous analytic formulations [Pax97, TPK07, Con10] have included at least two incomplete elliptic integrals that need to be computed numerically. In contrast, our radial formulation, based on Booth’s spherical topology analysis [Boo44], involves only one elliptic integral, making it more simple and practical than previous work.

While this work only considers circular disks, our approach could be extrapolated to other shapes whose subtended solid angle is also an ellipse, such as elliptical disks and ellipsoids [Hei17]. Including these geometries would only require finding the spherical ellipses subtended by them. Moreover, our mappings could reduce variance of other shapes such as cylinders, following Gamito [Gam16].

The main limitation of our method is the lack of analytical inversion of the proposed mappings, which requires using either costly numerical inversion or tabulation. Unfortunately, it seems impossible to find a spherical ellipse mapping that does not involve incomplete elliptic integrals, whose inversion is unknown. The presented mappings also only consider the solid angle, but not the other contribution terms in Equation (1), e.g. the BRDF or the foreshortening term. Developing methods for including at least some of these other terms is an interesting direction for future work. Furthermore, while our mappings are nearly optimal for uniformly emitting disk luminaires, it would be interesting to take into account spatially-varying emission profiles, in the spirit of the work of Bitterli et al. [BNJ15].
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Figure 7: Top: Scene illuminated by a double-sided disk light, rendered with 16 samples/pixel. The light is perpendicular to the ground and is invisible to camera rays. Bottom: False-color differences and MSE w.r.t. to a reference image computed with 32K samples/pixel.

Figure 8: Top: A scene with a participating medium illuminated by a single-sided disk light (invisible), rendered with 16 samples/pixel. Please refer to Section 5 for details. Bottom: False-color differences and MSE w.r.t. to a reference image computed with 64K samples/pixel.

Figure 9: Colored disk lights (invisible) rendered in Arnold using area sampling (left) and our tabulated radial map (right) with 256 samples/pixel. Due to the use of complex surface and hair shaders, the higher cost of our technique has a negligible impact on performance.
Appendix A: Derivation of Equation (9)

Here we derive the expression for $h_p(\phi_p)$ in Equation (9), whose integral we then express as a combination of incomplete elliptic integral functions in Equation (11). We use the tangent ellipse, shown in Figure 10 and introduced in Section 3 and Figure 2, right. The ellipse semi-axes $a_t \geq b_t$ are aligned with $\hat{z}_t$ and $\hat{y}_t$, respectively.

For any angle $\phi_p \in [-\beta, \beta]$, we first obtain a coordinate $y = \tan \phi_p$ along the $\hat{y}_t$ axis. (We only consider $\phi_p > 0$, thus $y > 0$, and convert negative $\phi_p$ to positive using symmetry, as described in Section 3.2.) Using the ellipse equation $(x/a_t)^2 + (y/b_t)^2 = 1$, we can get the corresponding $x \geq 0$ coordinate along $\hat{z}_t$ as a function of $y$:

$$x = a_t \sqrt{1 - (y/b_t)^2}. \quad (24)$$

We then consider the point $t = (x, y, 1)$ on the tangent ellipse and its spherical projection $s = t/\|t\|$. The $\hat{z}_e$-coordinate of $s$, and also of its cylindrical projection (see Figure 4, left), is

$$h_p = \frac{x}{\sqrt{x^2 + y^2 + 1}}. \quad (25)$$

Substituting Equation (24) into (25):

$$h_p = a_t \frac{\sqrt{1 - py^2}}{\sqrt{y^2 + 1 + a_t^2 (1 - py^2)}} = c_t \sqrt{\frac{1 - py^2}{1 - mpy^2}} \quad (26)$$

where $p$, $m$, and $c_t$ are as in Equation (10).

Using $y = \tan \phi_p$ and $0 \leq \phi_p \leq \beta \leq \pi/2$, in Equation (26) we can substitute $y^2$ by $(\sin^2 \phi_p)/(1 - \sin^2 \phi_p)$. With this we can finally write $h_p$ explicitly as a function of $\phi_p$:

$$h_p(\phi_p) = c_t \sqrt{\frac{1 - (p + 1) \sin^2 \phi_p}{1 - (mp + 1) \sin^2 \phi_p}} \quad (27)$$

which is exactly Equation (9).

Appendix B: Derivation of Equation (18)

Here we derive the expression for $r(\phi_t)$ in Equation (18), which is used in the radial mapping (Section 3.3). We consider the planar ellipse resulting from the parallel projection of the spherical ellipse onto the $\hat{z}_e\hat{y}_e$ plane. This ellipse’s semi-major and semi-minor axes are $a$ and $b$, respectively (see Figure 5).

Consider a point $r$ whose polar coordinates $(\phi_r, r(\phi_r))$ and Cartesian coordinates $(x, y)$ are related as

$$x = r(\phi_r) \cos \phi_r, \quad y = r(\phi_r) \sin \phi_r. \quad (28)$$

We want to define $r(\phi_r)$ in such a way that $r$ is on the planar ellipse curve. Thus, $x$ and $y$ must obey the ellipse equation, i.e.

$$\left(\frac{x}{a}\right)^2 + \left(\frac{y}{b}\right)^2 = 1. \quad (29)$$

We can substitute $x$ and $y$ from Equation (28) into the ellipse equation, resulting in

$$r(\phi_r)^2 \left(\frac{b^2 \cos^2 \phi_r}{a^2 b^2} + \frac{a^2 \sin^2 \phi_r}{a^2 b^2}\right) = 1. \quad (30)$$

We can thus write

$$r(\phi_r) = \frac{ab}{\sqrt{b^2 \cos^2 \phi_r + a^2 \sin^2 \phi_r}}, \quad (31)$$

which is Equation (18).

Figure 10: A view of the tangent ellipse (red). For a given angle $\phi_p$, we first obtain the coordinate $y = \tan \phi_p$ along axis $\hat{y}_t$. Using the ellipse equation, we then find the corresponding coordinate $x$ along $\hat{z}_t$. This gives point $t$ on the tangent ellipse, whose spherical projection $s$ has $\hat{z}_e$-coordinate $h_p$ — the quantity we are interested in.